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Fine-Grained Action Recognition



Spatial vs Temporal Fine-grained Differences
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Fine-grained 
differences can exist 
in spatial or temporal 
aspects. A greater 
emphasis on the 
important aspect w.r.t 
the input video can 
improve performance



Dynamic Spatio-Temporal Specialization
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Overview: We design a DSTS module 
to handle fine-grained differences.

There are L layers within the DSTS 
module, each comprising N
specialized neurons.

In the forward pass, specialized 
neurons are dynamically activated 
based on the input.



Dynamic Spatio-Temporal Specialization
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A Synapse Mechanism dynamically activates each 
specialized neuron only on a subset of samples that 
are highly similar, such that only fine-grained 
differences exist between them. 

During training, in order to distinguish
among that subset of similar samples, the loss will 
push the specialized neurons to focus on
exploiting the fine-grained differences between 
them.



Dynamic Spatio-Temporal Specialization
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We also design a Spatio-Temporal 
Specialization method that additionally 
provides specialized neurons with spatial
or temporal specializations, allowing 
them to have to higher sensitivity 
towards the fine-grained differences in 
those aspects.

Specialized neuron with Spatio-Temporal Specialization 
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Highlights of the Design
• Each specialized neuron is designed with a 

Spatial Operator and a Temporal Operator in 
each channel

• Gate parameters in each channel control the 
choice of operator, and are optimized during 
training, adapting the architecture of the 
specialized neuron

• The set of neurons will have diversified 
architectures, which collectively are capable 
of handling a large variety of spatial and 
temporal fine-grained differences

Dynamic Spatio-Temporal Specialization

Specialized neuron with Spatio-Temporal Specialization 
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Motivations of UDL
• Our Upstream-Downstream Learning 

(UDL) algorithm better optimizes the 
model parameters involved in making 
dynamic decisions.

• This is because upstream parameters that 
make dynamic decisions and downstream 
parameters that process input, are jointly 
trained during our end-to-end training, 
which can be challenging as upstream 
parameters themselves also affect the 
training of downstream parameters.

Upstream-Downstream Learning



Experiments
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Results on SSv2 Results on Diving48



Ablations on Diving48
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Spatio-Temporal Specialization

Upstream-Downstream Learning
Impact of N and L

Synapse Mechanism



Visualization of Spatio-Temporal Specialization
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Thank You!
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