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At the beginning 
stages of actions, 
there are often 
only subtle cues 
for action 
recognition.

Early Action Prediction
• Early Action Prediction is where we try to recognize the human 

action at the very early stage.
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Dynamic Networks for Expert Specialization
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Expert Retrieval and Assembly (ERA)

We design a new module that can 
replace convolutional layers in 
Convolutional Neural Networks (CNNs).

Our module retrieves and assembles a 
set of experts most specialized at using 
discriminative subtle differences, to 
distinguish an input sample from other
highly similar samples. 
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ERA Module Design

Highlights of the Design
• Both non-experts and experts are used. 

Each expert/non-expert outputs a channel

• Conditioned on the input, an expert is 
retrieved from each Expert Bank, while 
other experts are not used

• Retrieval is done using Key-Query 
Mechanism to select similar experts for 
similar inputs, such that experts specialize 
in distinguishing using subtle cues
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Expert Learning Rate Optimization (ELRO)

Motivation for New Training Scheme
Moreover, it is non-trivial to balance the training among the many different 
experts in the module.

For instance, as some subtle cues may be more common, a few experts are 
selected more often and might be better trained. 
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Expert Learning Rate Optimization (ELRO)

Thus, we introduce individual expert learning rates for more balanced training 
of our experts. ELRO is implemented during the training of the experts, which 
tunes their individual learning rates together with the rest of the model 
parameters.

Overall, ELRO is a 3-step procedure shown below:



Experiments

8

Table 1: Results on NTU60 and SYSU



Experiments
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Table 2: Results on NTU120 and UCF101



Qualitative Validation
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Supplementary Figure 1: Visualization of experts selection.



Thank You!
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